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Quasi-uniform global spherical grids considered for next generation models

reg. lat-lon cubed-sphere Voronoi Yin-Yang

quasi-uniform grids (no polar filters needed) + local numerical method
� no global communication
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Figure 5: Performance of the CESM atmosphere component model on Intrepid (IBM BG/P)
when using the CAM-SE, FV or EUL dynamical core, showing the simulated-years-per-day
as a function of the number of processing cores. Atmosphere component times taken from a
CESM time-slice simulation, coupling the atmosphere (at 0.25� or T341 resolution), the land
model (0.25� resolution), and the sea ice and data ocean model (0.1�). The solid black line
shows perfect parallel scalability. When using CAM-SE, the CESM achieves near perfect
scalability down to one element per processor, running at 12.2 SYPD on 86,400 cores.

Performance in through-put for di�erent dynamical
cores in NCAR’s global atmospheric climate model:
horizontal resolution: approximately 25km⇥25km grid boxes

EUL = spectral transform (lat-lon grid)

FV = finite-volume (reg. lat-lon grid)

SE = spectral element (cubed-sphere grid)
Computer = Intrepid (IBM Blue Gene/P Solution) at Argonne National Laboratory
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1 Atmosphere intro
Discretization grid: Resolved and un-resolved scales
Multi-scale nature of atmosphere dynamics
‘Define’ dynamical core and parameterizations

2 CAM-FV dynamical core (CESM2 ‘work horse’ dynamical core for ⇡ 1� applications)
Horizontal and vertical grid
Continuous Equations of motion
Finite-volume discretization of the equations of motion

The Lin & Rood (1996) advection scheme

3 Next generation dynamical core options in CAM
CAM-SE(Spectral-Elements)-CSLAM(Conservative Semi-LAgrangian Multi-tracer scheme):
Planned as next default dynamical core for 1� climate applications
CAM-MPAS(Model for Prediction Across Scales) and CAM-FV3(cubed-sphere FV)
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Domain

Source: NASA Earth Observatory
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Horizontal computational space

Red lines: regular latitude-longitude grid

Grid-cell size defines the smallest scale that can be resolved ( 6= e↵ective resolution!)

Many important processes taking place sub-grid-scale that must be parameterized

Loosely speaking, the parameterizations compute grid-cell average tendencies due to
sub-grid-scale processes in terms of the (resolved scale) atmospheric state

In modeling jargon parameterizations are also referred to as physics

(what is unphysical about resolved scale dynamics?)
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E↵ective resolution: smallest scale ( highest wave-number k = ke↵ ) that

a model can accurately represent

ke↵ can be assessed analytically for linearized equations (Von Neumann analysis)

In a full model one can assess ke↵ using total kinetic energy spectra (TKE) of, e.g.,
horizontal wind ~v (see Figure below)

E↵ective resolution is typically 4-10 grid-lengths depending on numerical method!
) be careful analyzing phenomena at the grid scale (e.g., extremes)
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Figure from Skamarock (2011): Schematic depicting the possible behavior of spectral tails derived from model forecasts.
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Multi-scale nature of atmosphere dynamics (from Thuburn 2011)

mm scale

Seasonal

Biweekly

Monthly

Hourly

Minutes

Seconds

Earth’s radius
few thousand km

tens of km
few hundred m

Figure indicates schematically the time scales and horizontal

spatial scales of a range of atmospheric phenomena (Figure from

Thuburn 2011).

O(104
km): large scale circulations (Asian summer monsoon).

O(104
km): undulations in the jet stream and pressure patterns associated with the largest

scale Rossby waves (called planetary waves)

O(103
km): cyclones and anticyclones

O(10km): the transition zones between relatively warm and cool air masses can collapse in
scale to form fronts with widths of a few tens of km

O(103
km � 100m): convection can be organized on a huge range of di↵erent scales (tropical

intraseasonal oscillations; supercell complexes and squall lines; individual small cumulus
clouds formed from turbulent boundary layer eddies)

O(10m � 1mm): turbulent eddies in boundary layer (lowest few hundred m’s of the atmosphere, where the dynamics

is dominated by turbulent transports); range in scale from few hundred m’s (the boundary layer depth) down to mm

scale at which molecular di↵usion becomes significant.
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Multi-scale nature of atmosphere dynamics (from Thuburn 2011)

mm scale

Seasonal

Biweekly
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Earth’s radius
few thousand km

tens of km
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All of the phenomena along the dashed line are
important for weather and climate, and so need to be
represented in numerical models.

Important phenomena occur at all scales - there is no
significant spectral gap! Moreover, there are strong
interactions between the phenomena at di↵erent scales,
and these interactions need to be represented.

The lack of any spectral gap makes the modeling of
weather/climate very challenging

O(104
km): large scale circulations (Asian summer monsoon).

O(104
km): undulations in the jet stream and pressure patterns associated with the largest

scale Rossby waves (called planetary waves)

O(103
km): cyclones and anticyclones

O(10km): the transition zones between relatively warm and cool air masses can collapse in
scale to form fronts with widths of a few tens of km

O(103
km � 100m): convection can be organized on a huge range of di↵erent scales (tropical

intraseasonal oscillations; supercell complexes and squall lines; individual small cumulus
clouds formed from turbulent boundary layer eddies)

O(10m � 1mm): turbulent eddies in boundary layer (lowest few hundred m’s of the atmosphere, where the dynamics

is dominated by turbulent transports); range in scale from few hundred m’s (the boundary layer depth) down to mm

scale at which molecular di↵usion becomes significant.
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Multi-scale nature of atmosphere dynamics (from Thuburn 2011)

mm scale

Seasonal

Biweekly

Monthly

Hourly

Minutes

Seconds

Earth’s radius
few thousand km

tens of km
few hundred m Two dotted curves correspond to dispersion relations for

gravity waves and internal acoustic waves (relatively fast
processes)

these lines lie significantly below the energetically

dominant processes on the dashed line

) they are energetically weak compared to the

dominant processes along the dashed curve

) we do relatively little damage if we distort

their propagation

the fact that these waves are fast puts constraints

on the size of �t (at least for explicit and

semi-implicit time-stepping schemes)!

O(104
km): large scale circulations (Asian summer monsoon).

O(104
km): undulations in the jet stream and pressure patterns associated with the largest

scale Rossby waves (called planetary waves)

O(103
km): cyclones and anticyclones

O(10km): the transition zones between relatively warm and cool air masses can collapse in
scale to form fronts with widths of a few tens of km

O(103
km � 100m): convection can be organized on a huge range of di↵erent scales (tropical

intraseasonal oscillations; supercell complexes and squall lines; individual small cumulus
clouds formed from turbulent boundary layer eddies)

O(10m � 1mm): turbulent eddies in boundary layer (lowest few hundred m’s of the atmosphere, where the dynamics

is dominated by turbulent transports); range in scale from few hundred m’s (the boundary layer depth) down to mm

scale at which molecular di↵usion becomes significant.
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Multi-scale nature of atmosphere dynamics (from Thuburn 2011)

mm scale

Seasonal

Biweekly

Monthly

Hourly

Minutes

Seconds

Earth’s radius
few thousand km

tens of km
few hundred m

Horizontal resolution:

the shaded region shows the resolved space/time scales
in typical current day climate models (approximately
1� � 2� resolution)

highest resolution at which uniform resolution CAM is
run/developed is on the order of 10 � 25km

as the resolution is increased some ‘large-scale’
parameterizations may no longer be necessary (e.g., large
scale convection) and we might need to redesign some
parameterizations that were developed for horizontal
resolutions of hundreds of km’s (grey zone!)

DYAMOND simulations: ⇠ 5km or higher resolution
(Stevens et al., 2019)

O(104
km): large scale circulations (Asian summer monsoon).

O(104
km): undulations in the jet stream and pressure patterns associated with the largest

scale Rossby waves (called planetary waves)
O(103

km): cyclones and anticyclones
O(10km): the transition zones between relatively warm and cool air masses can collapse in
scale to form fronts with widths of a few tens of km
O(103

km � 100m): convection can be organized on a huge range of di↵erent scales (tropical
intraseasonal oscillations; supercell complexes and squall lines; individual small cumulus
clouds formed from turbulent boundary layer eddies)
O(10m � 1mm): turbulent eddies in boundary layer (lowest few hundred m’s of the atmosphere, where the dynamics

is dominated by turbulent transports); range in scale from few hundred m’s (the boundary layer depth) down to mm

scale at which molecular di↵usion becomes significant.
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Model code

Parameterization suite

Moist processes: deep convection, shallow convection, large-scale condensation

Radiation and Clouds: cloud microphysics, precipitation processes, radiation

Turbulent mixing: planetary boundary layer parameterization, vertical di↵usion, gravity wave
drag

Strategies for coupling:
process-split: dynamical core & parameterization suite are based
on the same state and their tendencies are added to produce the
updated state (used in CAM-EUL)

time-split: dynamic core & parameterization suite are calculated
sequentially, each based on the state produced by the other (used

in CAM-FV; the order matters!).

di↵erent coupling approaches discussed in the context of CCM3
in Williamson (2002)

simulations are very dependent on coupling time-step (e.g.
Williamson and Olson, 2003)

(re-)emerging research topic: physics-dynamics coupling (PDC)
conference series (Gross et al., 2018)

‘Resolved’ dynamics

‘Roughly speaking, the dynamical core solves the governing fluid and thermodynamic equations on
resolved scales, while the parameterizations represent sub-grid-scale processes and other processes
not included in the dynamical core such as radiative transfer.’ - Thuburn (2008)
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Spherical (horizontal) discretization grid (⇠ 1
�
)

CAM-FV uses regular latitude-longitude grid:

horizontal resolution specified when creating a new case:

./create newcase -res res ...

where, e.g., res=f09 f09 mg17 which is the �� ⇥ �✓ = 0.9� ⇥ 1.25� horizontal resolution
configuration of the FV dynamical core corresponding to nlon=288, nlat=192.
Changing resolution requires rebuilding (not a namelist variable).

Note: Convergence of the meridians near the poles.
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Spherical (horizontal) discretization grid (⇠ 1
�
)

CAM-SE (Spectral-Elements) and CAM-SE-CSLAM (Conservative Semi-LAgrangian Multi-tracer
scheme) use (gnomonic) cubed-sphere grid:

./create newcase -res ne30 ne30 mg17 or ne30pg3 ne30pg3 mg17

where neXX refers to number of elements along a cubed-sphere side and pgX refers to separate
physics/tracer grid (next slide).
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CAM-SE-CSLAM (Herrington et al., 2018, 2019) - ne30pg3 ne30pg3 mg17

CAM-SE has the option to run physics on a finite-volume grid that is coarser, same or finer
resolution compared to the dynamics grid. This configuration uses inherently conservative CSLAM
(Conservative Semi-LAgrangan Multi-tracer) transport scheme (Lauritzen et al., 2017).12 Lauritzen et al.

(c)(b)(a)

Figure 3: (a) The latitude-longitude grid, (b) the cubed-sphere grid based on an equi-angular central projection and
(c) icosahedral grid based on hexagons and pentagons. The triangular grids used by models herein are the dual of the
hexagonal grid.

volume implementation (i.e., the Lin and Rood, 1996,
algorithm). An example of a two-dimensional extension
based on the PPM algorithm that is third-order is given
in, e.g., Ullrich et al. (2009).

CAM ISEN is an isentropic version of CAM FV. In-
stead of the hybrid sigma-pressure vertical coordinate
a hybrid sigma-� vertical coordinate is used (Chen and
Rasch 2009). Apart from the vertical coordinate the
model design is identical to CAM FV.

3.2. Cubed-sphere grid models
The assessment includes two dynamical cores that are
defined on cubed-sphere grids. The finite-volume cubed-
sphere model (GEOS FV CUBED) is a cubed-sphere
version of CAM FV developed at the Geophysical Fluid
Dynamics Laboratory (GFDL) and the NASA God-
dard Space Flight Center. The advection scheme is
based on the Lin and Rood (1996) method but adapted
to non-orthogonal cubed-sphere grids (Putman and Lin
2007,2009). Like CAM FV, the GEOS FV CUBED dy-
namical core is second-order accurate in two dimensions.
Both a weak second-order divergence damping mech-
anism and an additional fourth-order divergence damp-
ing scheme is used with coefficients 0.005��Amin/�t
and [0.05 � �Amin]2 /�t, respectively, where �Amin

is the smallest grid cell area in the domain.
The strength of the divergence damping increases

towards the model top to define a 3-layer sponge. In
contrast to CAM FV and CAM ISEN, the cubed-sphere
model does not apply any digital or FFT filtering in
the polar regions and mid-latitudes. Nevertheless, an

external-mode filter is implemented that damps the hor-
izontal momentum equations. This is accomplished
by subtracting the external-mode damping coefficient
(0.02 � �Amin/�t) times the gradient of the vertically-
integrated horizontal divergence on the right-hand-side
of the vector momentum equation.

GEOS FV CUBED applies the same inner and outer
operators in the advection scheme (PPM) to avoid the
inconsistencies described in Lauritzen (2007) when us-
ing different orders of inner and outer operators. The
cubed-sphere grid is based on central angles. The angles
are chosen to form an equal-distance grid at the cubed-
sphere edges (undocumented). The equal-distance grid
is similar to an equidistant cubed-sphere grid that is ex-
plained in Nair et al. (2005). The resolution is specified
in terms of the number of cells along a panel side. As an
example, 90 cells along each side of a cubed-sphere face
yield a global grid spacing of about 1�.

The second cubed-sphere dynamical core is NCAR’s
spectral element High-Order Method Modeling Environ-
ment (HOMME) (Thomas and Loft 2004, Nair et al.
2009). Spectral elements are a type of a continuous-
Galerkin h-p finite element method (Karniadakis and
Sherwin 1999, Canuto et al. 2007), where h is the num-
ber of elements and p the polynomial order. Rather
than using cell averages as prognostic variables as in
geos fv cubed, the finite element method uses p-order
polynomials to represent the prognostic variables inside
each element. The spectral element method is compat-
ible, meaning it has discrete analogs of the key integral
properties of the divergence, gradient and curl operators,
making the method elementwise mass-conservative (to

JAMES-D

tracers	 u,v,T,p	

ph
ys
ic
s	

Coarser	physics	grid	 Finer	physics	grid	

Lander	and	Hoskins	(1997):	
only	pass	“believable”	
scales	to	physics!	
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Spherical (horizontal) discretization grid (⇠ 1
�
)

CAM-MPAS (Model for Prediction Across Scales) uses a Voronoi grid:

./create newcase -res mpasa120 mpasa120

where 120 refers to ⇠120km resolution.
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Spherical (horizontal) discretization grid (⇠ 1
�
)

CAM-FV3, loosely speaking, a cubed-sphere version of CAM-FV:

./create newcase -res C96 C96 mg17

where CXX refers to number of control volumes along a cubed-sphere side.
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Spherical (horizontal) discretization grid (⇠ 1
�
)

PLEASE NOTE

Having several dynamical cores in the same framework makes CAM/CESM very unique!

You can seamlessly switch between dynamical cores which enables lots of interesting science, e.g.,

study sensitiviy to dynamical core (using the exact same physics package and setup)

CESM simpler models research (easily run baroclinic waves and other idealized configurations
with all the dynamical cores)
You don’t have to spend months hacking the code to do your research in idealized modeling!

make “apples to apples” performance comparisons

facilitates/enables numerical methods research

Example of baroclinic waves with di↵erent dynamical cores:

National Center for Atmospheric Research is a major facility sponsored by the NSF under Cooperative Agreement No. 1852977

Tracer transport characteristics

● Mass-conservation

● Shape-preservation (overshooting, undershooting)

● Mixing for a single tracer: entropy measure 
(should be invariant in time)

● Mixing diagnostics for two non-linearly correlated tracers: 
3 mixing error norms

● Three or more tracers adding to a constant 
(practical example: total Chlorine in stratosphere, aerosols)

● Linear correlation with idealized terminator chemistry
(practical example: photolysis driven chemistry)

Test case setup: moist baroclinic wave 
with a bunch of inert tracers and two 
reactive chlorine species

All diagnostics computed in physics!
No reference solution needed

All tests at ~1 degree 
(would be interesting to test variable resolution …)
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Vertical coordinate: hybrid sigma (� = p/ps)-pressure (p) coordinate

k=1/2

k=1

k=2

k=K

k=K-1
k=K-1/2

k=K-3/2

k=K+1/2

k=1+/2

Figure courtesy of David Hall (CU Boulder).

Sigma layers at the bottom (following terrain) with isobaric (pressure) layers aloft.

Pressure at model level interfaces

pk+1/2 = Ak+1/2 p0 + Bk+1/2 ps ,

where ps is surface pressure, p0 is the model top pressure, and Ak+1/2(2 [0 : 1]) and
Bk+1/2(2 [1 : 0]) hybrid coe�cients (in model code: hyai and hybi). Similarly for model level
mid-points.

Note: vertical index is 1 at model top and klev at surface.
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Vertical coordinate

CAM-FV,SE and FV3 use a Lagrangian (‘floating’) vertical coordinate ⇠ so that

d⇠

dt
= 0,

i.e. vertical surfaces are material surfaces (no flow across them).

Figure shows ‘usual’ hybrid ��p vertical coordinate ⌘(ps , p)
(where ps is surface pressure):

⌘(ps , p) is a monotonic function of p.

⌘(ps , ps) = 1

⌘(ps , 0) = 0

⌘(ps , ptop) = ⌘top .

Boundary conditions are:
d⌘(ps ,ps )

dt
= 0

d⌘(ps ,ptop)
dt

= !(ptop) = 0
(! is vertical velocity in pressure coordinates)
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Vertical coordinate

CAM-FV,SE and FV3 use a Lagrangian (‘floating’) vertical coordinate ⇠ so that

d⇠

dt
= 0,

i.e. vertical surfaces are material surfaces (no flow across them).

Figure:

set ⇠ = ⌘ at time tstart (black lines).

for t > tstart the vertical levels deform as they move
with the flow (blue lines).

to avoid excessive deformation of the vertical levels
(non-uniform vertical resolution) the prognostic
variables defined in the Lagrangian layers ⇠ are
periodically remapped (= conservative interpolation)
back to the Eulerian reference coordinates ⌘.

Why use floating Lagrangian vertical coordinates?
Vertical advection terms disappear (3D model becomes ‘stacked shallow-water models’; only 2D
numerical methods are needed)
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Vertical coordinate

The vertical resolution is implicitly set during ./create newcase depending on (physics)
configuration. For example, klev=26 for CAM4, klev=30 for CAM5 and klev=32 for CAM6.

The vertical resolution can be changed with

./xmlchange CAM CONFIG OPTS=-nlev 30

If horizontal or vertical resolution is changed the user must point to an initial condition file
matching that resolution. Non-default initial condition file is set in CAM namelist
(user nl cam located in the case directory):

ncdata=’inputdata/atm/cam/inic/fv/cami-mam3 0000-01-01 0.9x1.25 L30 c100618.nc’

Changing vertical or horizontal resolution requires a ‘re-compile’.

WARNING! CAM physics parameterizations are sensitive to resolution (especially vertical
resolution) - usually a retuning of parameters is necessary to get an ‘acceptable’ climate.

More details on vertical remapping in the Appendix.
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Vertical coordinate

The vertical extent is from the
surface to

approximately ⇠42 km’s /
2Pa for CAM

approximately ⇠140 km’s
/ 10�6 hPa for WACCM
(Whole Atmosphere
Community Climate
Model)

approximately ⇠600 km’s
/ 10�9 hPa for WACCM-x
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The story so far

We have discussed

discretization in terms of resolved and un-resolved scales,

time-space scale overview of phenomena in the atmosphere.

horizontal and vertical grids,

Now let’s dive into the dynamical core:

what equations of motion should we use and what is the associated thermodynamics?

what approximations/assumptions are typically made?
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Adiabatic frictionless equations of motion

The following dynamic/geometric approximations are made to the compressible Euler equations:

spherical geoid: geopotential � is only a function of radial distance from the center of the
Earth r : � = �(r) (for planet Earth the true gravitational acceleration is much stronger than
the centrifugal force).
) E↵ective gravity acts only in radial direction

quasi-hydrostatic approximation (also simply referred to as hydrostatic approximation):
Involves ignoring the acceleration term in the vertical component of the momentum
equations so that it reads:

⇢ g = �
@p

@z
, (1)

where g gravity, ⇢ density and p pressure. Good approximation down to horizontal scales
greater than approximately 10km.

shallow atmosphere: a collection of approximations. Coriolis terms involving the horizontal
components of ⌦ are neglected (⌦ is angular velocity), factors 1/r are replaced with 1/a
where a is the mean radius of the Earth and certain other metric terms are neglected so that
the system retains conservation laws for energy and angular momentum.

Several global dynamical cores no longer make the hydrostatic (e.g. MPAS) and/or shallow atmo-
sphere assumption!
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Adiabatic frictionless equations of motion: thermodynamics and water

Moist air is considered a mixture of dry air and various forms of water:

DG K OT NK G SU VNK K�
 
1.  Water vapor (gaseous phase of water): weight of water vapor in the�

atmosphere corresponds to approximately ~2.4hPa �
 

2.  Liquid water (clouds): condensation of water vapor form droplets�
�
�
�
�
 

3.  Frozen water / ice (clouds): ice crystals

Cirrus	clouds	(high	clouds)	

6OMN K UR[ OUT SUJKR
GR U GT VU M G[HKR NGOR
TU] b

The set of all components of moist air are referred to as:

Lall ⌘ {d ,wv , cl , ci , rn, sw , gr} . (2)

Note that dry air and water vapor are gases and 0
cl

0, 0
ci

0, 0
rn

0, 0
sw

0 and 0
gr

0 are condensates
(very di↵erent thermodynamic properties!)
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Adiabatic frictionless equations of motion using Lagrangian vertical

coordinates

Assuming a Lagrangian vertical coordinate the hydrostatic equations of motion integrated over a
layer can be written as

mass air:
@(�p)

@t
= �rh · (~vh�p) ,

mass tracers:
@(�pq(`))

@t
= �rh ·

⇣
~vh q

(`)�p
⌘
, ` 2 Lall

horizontal momentum:
@~vh
@t

= � (⇣ + f ) ~k ⇥ ~vh � rh � rp�,

thermodynamic:
@(�p⇥)

@t
= �rh · (~vh�p⇥)

where �p is the layer thickness, ~vh is horizontal wind, q tracer mixing ratio, ⇣ vorticity, f Coriolis,
 kinetic energy, ⇥ potential temperature. The momentum equations are written in vector
invariant form.
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Adiabatic frictionless equations of motion using Lagrangian vertical

coordinates

Assuming a Lagrangian vertical coordinate the hydrostatic equations of motion integrated over a
layer can be written as

mass air:
@(�p)

@t
= �rh · (~vh�p) ,

mass tracers:
@(�pq(`))

@t
= �rh ·

⇣
~vh q

(`)�p
⌘
, ` 2 Lall

horizontal momentum:
@~vh
@t

= � (⇣ + f ) ~k ⇥ ~vh � rh � rp�,

thermodynamic:
@(�p⇥)

@t
= �rh · (~vh�p⇥)

The equations of motion are discretized using an Eulerian finite-volume approach.
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Finite-volume discretization of continuity equation

A

δp

Δ

Integrate the flux-form continuity equation horizontally over a control volume:

@

@t

ZZ

A

�p dA = �

ZZ

A

rh (~vh�p) dA, (5)

where A is the horizontal extent of the control volume. Using Gauss’s divergence theorem for the
right-hand side of (5) we get:

@

@t

ZZ

A

�p dA = �

I

@A
�p ~v · ~n dA, (6)

where @A is the boundary of A and ~n is outward pointing normal unit vector of @A.
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Finite-volume discretization of continuity equation

A

δp

Δ

Integrate the flux-form continuity equation horizontally over a control volume:

@

@t

ZZ

A

�p dA = �

ZZ

A

rh (~vh�p) dA, (5)

where A is the horizontal extent of the control volume. Using Gauss’s divergence theorem for the
right-hand side of (5) we get:

@

@t

ZZ

A

�p dA = �

I

@A
�p ~v · ~n dA, (6)

Right-hand side of (6) represents the instantaneous flux of mass through the vertical faces of the
control volume.

Next: integrate over one time-step �tdyn and discretize left-hand side.
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Finite-volume discretization of continuity equation

A

δp

Δ

Integrate the flux-form continuity equation horizontally over a control volume:

@

@t

ZZ

A

�p dA = �

ZZ

A

rh (~vh�p) dA, (5)

�A �p
n+1

� �A �p
n

= ��tdyn

Z
t=(n+1)�t

t=n�t

I

@A
�p ~v · ~n dA

�
dt, (6)

where n is time-level index and (·) is cell-averaged value.

The right-hand side represents the mass transported through all of the four vertical control volume
faces into the cell during one time-step. Graphical illustration on next slide!
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Finite-volume discretization of continuity equation: Tracking mass

Lagrangian form

Eu
le

ria
n 

flu
x 

fo
rm

The yellow areas are ‘swept’ through the control volume faces during one time-step. The grey
area is the corresponding Lagrangian area (area moving with the flow with no flow through its
boundaries that ends up at the Eulerian control volume after one time-step). Black arrows show
parcel trajectories.

Note equivalence between Eulerian flux-form and Lagrangian form!
(Lauritzen et al., 2011b)

Peter Hjort Lauritzen (NCAR) Atmosphere Modeling I: Intro & Dynamics CESM tutorial, August 8-12, 2022 19 / 45

Peter H. Lauritzen



Finite-volume discretization of continuity equation: Tracking mass

Lagrangian form

Eu
le

ria
n 

flu
x 

fo
rm

Until now everything has been exact. How do we approximate the fluxes numerically?

In CAM-FV the Lin and Rood (1996) scheme is used which is a dimensionally split scheme
(that is, rather than ‘explicitly’ estimating the boundaries of the yellow areas and integrate
over them, fluxes are estimated by successive applications of one-dimensional operators in
each coordinate direction).
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The Lin and Rood (1996) advection scheme

�p
n+1

= �p
n

+ F
�
h

1
2

⇣
�p

n
+ f

✓(�p
n
)
⌘i

+ F
✓
h

1
2

⇣
�p

n
+ f

�(�p
n
)
⌘i

,

where

F
�,✓ = flux divergence in � or ✓ coordinate direction

f
�,✓ = advective update in � or ✓ coordinate direction
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The Lin and Rood (1996) advection scheme

�p
n+1

= �p
n

+ F
�
h

1
2

⇣
�p

n
+ f

✓(�p
n
)
⌘i

+ F
✓
h

1
2

⇣
�p

n
+ f

�(�p
n
)
⌘i

,

Figure: Graphical illustration of flux-divergence operator F�. Shaded areas show cell average
values for the cell we wish to make a forecast for and the two adjacent cells.
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The Lin and Rood (1996) advection scheme

�p
n+1

= �p
n

+ F
�
h

1
2

⇣
�p

n
+ f

✓(�p
n
)
⌘i

+ F
✓
h

1
2

⇣
�p

n
+ f

�(�p
n
)
⌘i

,

Δ  t U* Δwest t U* east

u
⇤
East/West

are the time-averaged winds on each face (more on how these are obtained later).

F
� is proportional to the di↵erence between mass ‘swept’ through East and West cell face.

f
� = F

� + < �p >�tdynD, where D is divergence.

On Figure we assume constant sub-grid-cell reconstructions for the fluxes.
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The Lin and Rood (1996) advection scheme

�p
n+1

= �p
n

+ F
�
h

1
2

⇣
�p

n
+ f

✓(�p
n
)
⌘i

+ F
✓
h

1
2

⇣
�p

n
+ f

�(�p
n
)
⌘i

,

east t U* Δwest t U* Δ

Higher-order approximation to the fluxes:

Piecewise linear sub-grid-scale reconstruction (van Leer, 1977): Fit a linear function using
neighboring grid-cell average values with mass-conservation as a constraint (i.e. area under
linear function = cell average).
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The Lin and Rood (1996) advection scheme

�p
n+1

= �p
n

+ F
�
h

1
2

⇣
�p

n
+ f

✓(�p
n
)
⌘i

+ F
✓
h

1
2

⇣
�p

n
+ f

�(�p
n
)
⌘i

,

east t U* Δwest t U* Δ

Higher-order approximation to the fluxes:

Piecewise linear sub-grid-scale reconstruction (van Leer, 1977): Fit a linear function using
neighboring grid-cell average values with mass-conservation as a constraint (i.e. area under
linear function = cell average).

Piecewise parabolic sub-grid-scale reconstruction (Colella and Woodward, 1984): Fit
parabola using neighboring grid-cell average values with mass-conservation as a constraint.
Note: Reconstruction is C

0 across cell edges.
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The Lin and Rood (1996) advection scheme

�p
n+1

= �p
n

+ F
�
h

1
2

⇣
�p

n
+ f

✓(�p
n
)
⌘i

+ F
✓
h

1
2

⇣
�p

n
+ f

�(�p
n
)
⌘i

,

east t U* Δwest t U* Δ

Higher-order approximation to the fluxes:

Piecewise linear sub-grid-scale reconstruction (van Leer, 1977): fit a linear function using
neighboring grid-cell average values with mass-conservation as a constraint (i.e. area under
linear function = cell average).

Piecewise parabolic sub-grid-scale reconstruction (Colella and Woodward, 1984): fit parabola
using neighboring grid-cell average values with mass-conservation as a constraint. Note:
reconstruction is continuous at cell edges.

Reconstruction function may ‘overshoot’ or ‘undershoot’ which may lead to unphysical
and/or oscillatory solutions. Use limiters to render reconstruction function shape-preserving.
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The Lin and Rood (1996) advection scheme

�p
n+1

= �p
n

+ F
�
h

1
2

⇣
�p

n
+ f

✓(�p
n
)
⌘i

+ F
✓
h

1
2

⇣
�p

n
+ f

�(�p
n
)
⌘i

,

Advantages:

Inherently mass conservative (note: conservation does not necessarily imply accuracy!).

Formulated in terms of one-dimensional operators.

Preserves constant mass field for a non-divergent flow field (if the finite-di↵erence
approximation to divergence is zero).

Preserves linear correlations between trace species (if shape-preservation filters are not
applied)

Has shape-preserving options.

CAM-FV uses the PPM (Piecewise Parabolic Method; Colella and Woodward, 1984) with
shape-preserving filters described in Lin and Rood (1996)
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Adiabatic frictionless equations of motion

Hydrostatic equations of motion integrated over a Lagrangian layer

@(�p)

@t
= �rh · (~vh�p) ,

@(�pq(`))

@t
= �rh · (~vh�p) ,

@~vh
@t

= � (⇣ + f ) ~k ⇥ ~vh � rh � rp�,

@(�p⇥)

@t
= �rh · (~vh�p⇥)

The equations of motion are discretized using an Eulerian finite-volume approach.
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Adiabatic frictionless equations of motion

Hydrostatic equations of motion integrated over a Lagrangian layer

�p
n+1

= �p
n

+ F
�


1

2

⇣
�p

n
+ f

✓(�p
n
)
⌘�

+ F
✓


1

2

⇣
�p

n
+ f

�(�p
n
)
⌘�

,

@(�pq(`))

@t
= �rh · (~vh�p) ,

@~vh
@t

= � (⇣ + f ) ~k ⇥ ~vh � rh � rp�,

@(�p⇥)

@t
= �rh · (~vh�p⇥)
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Adiabatic frictionless equations of motion

Hydrostatic equations of motion integrated over a Lagrangian layer

�p
n+1

= �p
n

+ F
�


1

2

⇣
�p

n
+ f

✓(�p
n
)
⌘�

+ F
✓


1

2

⇣
�p

n
+ f

�(�p
n
)
⌘�

,

�pq(`)
n+1

= super-cycled (details in Appendix),

@~vh
@t

= � (⇣ + f ) ~k ⇥ ~vh � rh � rp�,

@(�p⇥)

@t
= �rh · (~vh�p⇥)
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Adiabatic frictionless equations of motion

Hydrostatic equations of motion integrated over a Lagrangian layer

�p
n+1

= �p
n

+ F
�


1

2

⇣
�p

n
+ f

✓(�p
n
)
⌘�

+ F
✓


1

2

⇣
�p

n
+ f

�(�p
n
)
⌘�

,

�pq(`)
n+1

= super-cycled (details in Appendix),

~vn+1
h

= ~vn

h
� ~�1

h
(⇣ + f ) ~k ⇥ ~vh

i
� rh

⇣
~�2

⌘
� �tdyn

bP,

@(�p⇥)

@t
= �rh · (~vh�p⇥)

~�1 is operator using combinations of F�,✓ and f
�,✓ as components to approximate the

time-volume-average of the vertical component of absolute vorticity. Similarly for ~�2 but for
kinetic energy. rh is simply approximated by finite di↵erences. For details see Lin (2004).

bP is a finite-volume discretization of the pressure gradient force (see Lin 1997 for details).
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Adiabatic frictionless equations of motion

Hydrostatic equations of motion integrated over a Lagrangian layer

�p
n+1

= �p
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n
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⌘�

,

�pq(`)
n+1

= super-cycled (details in Appendix),

~vn+1
h

= ~vn

h
� ~�1

h
(⇣ + f ) ~k ⇥ ~vh

i
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⇣
~�2

⌘
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,
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Adiabatic frictionless equations of motion

Hydrostatic equations of motion integrated over a Lagrangian layer
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�pq(`)
n+1

= super-cycled (details in Appendix),
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,

No explicit di↵usion operators in equations (so far!).

Implicit di↵usion trough shape-preservation constraints in F and f operators.

CAM-FV has ‘control’ over vorticity at the grid scale through implicit di↵usion in the
operators F and f but it does not have explicit control over divergence near the grid scale.
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Total kinetic energy spectra

FV core
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Figure: (left) Solid black line shows k
�3 slope (courtesy of D.L. Williamson). (right) Schematic of ‘e↵ective resolution’ (Figure from Skamarock (2011)).

(left) Without divergence damping there is a spurious accumulation of total kinetic energy
associated with divergent modes near the grid scale.

(right) Note: total kinetic energy spectra can also be used to assess ‘e↵ective resolution’
(see, e.g., discussion in Skamarock, 2011)
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Adiabatic frictionless equations of motion

Hydrostatic equations of motion integrated over a Lagrangian layer
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No explicit di↵usion operators in equations.

Implicit di↵usion trough shape-preservation constraints in F and f operators.

The above discretization leads to ‘control’ over vorticity at the grid scale through implicit
di↵usion but no explicit control over divergence.

Add divergence damping (2nd -order or 4th-order) term to momentum equations.
Optionally a ‘Laplacian-like’ damping of wind components is used in upper 3 levels to slow
down excessive polar night jet that appears at high horizontal resolutions.
namelist variable: fv div24del2flag

More details: Lauritzen et al. (2011a); for a stability analysis of divergence damping in CAM see Whitehead et al. (2011)
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The reformulation of global climate/weather models for massively parallel

computer architectures
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The reformulation of global climate/weather models for massively parallel

computer architectures

Traditionally the equations of motion have been discretized on the traditional regular latitude-
longitude grid using either

1 spherical harmonics based methods (dominated for over 40 years)

2 finite-di↵erence/finite-volume methods (e.g., CAM-FV)

Both methods require non-local communication:

1 Legendre transform

2 ‘polara filters’ (due to convergence of the meridians near the poles)

respectively, and are therefore not ”trivially” amenable for massively parallel compute systems.

aconfusing terminology: filters are also applied away from polar regions: ✓ 2 [±36�,±90]

Rectangular computational space 

Next generation global models  
The dynamical core is the performance “bottleneck”  

in many coupled climate system models 

Regular latitude-longitude grids need non-local (global) filters in the 
polar regions (e.g., NCAR CAM) or use non-local spectral transform 
methods (e.g., ECMWF IFS). 
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The reformulation of global climate/weather models for massively parallel

computer architecturesQuasi-uniform global spherical grids considered for next generation models

reg. lat-lon cubed-sphere Voronoi Yin-Yang

quasi-uniform grids (no polar filters needed) + local numerical method
� no global communication
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Figure 5: Performance of the CESM atmosphere component model on Intrepid (IBM BG/P)
when using the CAM-SE, FV or EUL dynamical core, showing the simulated-years-per-day
as a function of the number of processing cores. Atmosphere component times taken from a
CESM time-slice simulation, coupling the atmosphere (at 0.25� or T341 resolution), the land
model (0.25� resolution), and the sea ice and data ocean model (0.1�). The solid black line
shows perfect parallel scalability. When using CAM-SE, the CESM achieves near perfect
scalability down to one element per processor, running at 12.2 SYPD on 86,400 cores.

Performance in through-put for di�erent dynamical
cores in NCAR’s global atmospheric climate model:
horizontal resolution: approximately 25km⇥25km grid boxes

EUL = spectral transform (lat-lon grid)

FV = finite-volume (reg. lat-lon grid)

SE = spectral element (cubed-sphere grid)
Computer = Intrepid (IBM Blue Gene/P Solution) at Argonne National Laboratory
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Figure 5: Performance of the CESM atmosphere component model on Intrepid (IBM BG/P)
when using the CAM-SE, FV or EUL dynamical core, showing the simulated-years-per-day
as a function of the number of processing cores. Atmosphere component times taken from a
CESM time-slice simulation, coupling the atmosphere (at 0.25� or T341 resolution), the land
model (0.25� resolution), and the sea ice and data ocean model (0.1�). The solid black line
shows perfect parallel scalability. When using CAM-SE, the CESM achieves near perfect
scalability down to one element per processor, running at 12.2 SYPD on 86,400 cores.

Performance in through-put for di↵erent dynamical cores
in NCAR’s global atmospheric climate model:
horizontal resolution: approximately 25km⇥25km grid boxes

EUL = spectral transform (lat-lon grid)

FV = finite-volume (reg. lat-lon grid)

SE = spectral element (cubed-sphere grid)
Computer = Intrepid (IBM Blue Gene/P Solution) at Argonne National Laboratory

Note that for small compute systems CAM-EUL has SUPERIOR throughput!!

Peter Hjort Lauritzen (NCAR) Atmosphere Modeling I: Intro & Dynamics CESM tutorial, August 8-12, 2022 26 / 45

Peter H. Lauritzen



Scalable dynamical cores in CAM

CAM-SE (Lauritzen et al., 2018): Spectral Elements
Dynamical core based on HOMME (High-Order Method Modeling Environment, Thomas and

Loft 2005).

Mass-conservative to machine precision and good total energy conservation properties

Conserves axial angular momentum very well (Lauritzen et al., 2014)

Discretized on cubed-sphere (uniform resolution or conforming mesh-refinement; Zarzycki

et al., 2014) and highly scalable

‘Work-horse’ for high resolution climate applications (1/4�) and planned ’work-horse’ for 1�

climate applications

New NCAR CAM-SE version using dry-mass vertical coordinates and with comprehensive

treatment of condensates and energy released with CESM2

Optional transport with finite-volume scheme (Lauritzen et al., 2017) and finite-volume

physics grid (Herrington et al., 2018, 2019)

Background Results Conclusions

HOMME (High Order Methods Modeling Environment)

HOMME
“A scalable and e�cient spectral-element-based atmospheric

dynamical core” (http://www.homme.ucar.edu)

Elements are currently squares on a cube, projected onto a

sphere using gnomonic projection

CAM-HOMME dynamical core available in CCSM

Goal: replace squares with arbitrary quadrilaterals

MPAS (Skamarock et al., 2012): Finite-volume unstructured
MPAS = Model for Prediction Across Scales

Centroidal Voronoi tessellation of the sphere

Fully compressible non-hydrostatic discretization similar to Weather Research Weather

(WRF) model (Skamarock and Klemp, 2008)

FV3: Finite-volume
‘cubed-sphere’ version of CAM-FV (only hydrostatic version supported in CESM; no

mesh-refinement supported)

https://www.gfdl.noaa.gov/fv3/fv3-documentation-and-references/

Figures courtesy of R.D. Nair (upper) and W.C. Skamarock (lower).

ECMWF Workshop on Non-hydrostatic Modelling, 8-10 November 2010

Global Non-Hydrostatic Modeling Using Voronoi Meshes:

The MPAS Model

Model for Prediction Across Scales

Based on unstructured centroidal Voronoi

(hexagonal) meshes using C-grid staggering and

selective grid refinement.

Jointly developed, primarily by NCAR and LANL/DOE,

for weather, regional climate, and climate applications

MPAS infrastructure - NCAR, LANL, others.

MPAS - Atmosphere (NCAR)

MPAS - Ocean (LANL)

MPAS - Ice, etc.

Bill Skamarock,  Joe Klemp, Michael Duda,

Sang-Hun Park and Laura Fowler NCAR

Todd Ringler    Los Alamos National Lab

John Thuburn     Exeter University

Max Gunzburger Florida State University

Lili Ju University of South Carolina
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Functional support for variable resolution mesh configurations with CAM-SE

DO NOT USE CESM2.2 RELEASE OF CAM-SE ... USE cam development

National Center for Atmospheric Research is a major facility sponsored by the NSF under Cooperative Agreement No. 1852977

- Recent release of CESM2.2 has support for 3 variable resolution meshes:
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Herrington et al. (2022)

The challenge with variable resolution is well-behaved physics!
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Interested in numerical methods for geophysical fluid dynamics?

Numerical Methods for Fluid Dynamics: with Applications in Geophysics (2nd Ed) New York: Springer, ISBN
978-1-4419-6411-3, 516 p.

Errata: https://www.atmos.washington.edu/~durrand/book_errata_2nd.pdf

Peter Hjort Lauritzen (NCAR) Atmosphere Modeling I: Intro & Dynamics CESM tutorial, August 8-12, 2022 29 / 45

https://www.atmos.washington.edu/~durrand/book_errata_2nd.pdf
Peter H. Lauritzen



Interested in numerical methods for global models?

1 3

80lecture notes in computational 
science and engineering

9 7 8 3 6 4 2 0 3 3 4 3 8

P. H. Lauritzen · C. Jablonowski
M. A. Taylor · R. D. Nair   Editors

Numerical Techniques 
for Global Atmospheric 
Models                   Tutorials

Num
erical Techniques for Global Atm

ospheric M
odels

Lauritzen · Jablonowski
Taylor · Nair  (Eds.)

1This book surveys recent developments in numerical techniques for global 
atmospheric models. It is based upon a collection of lectures prepared by leading 
experts in the field. The chapters reveal the multitude of steps that determine the 
global atmospheric model design. They encompass the choice of the equation set, 
computational grids on the sphere, horizontal and vertical discretizations, time 
integration methods, filtering and diffusion mechanisms, conservation properties, 
tracer transport, and considerations for designing models for massively parallel 
computers. A reader interested in applied numerical methods but also the many facets 
of atmospheric modeling should find this book of particular relevance.

lecture notes in computational 
science and engineering

lncse

80

9 7 8 3 6 4 2 1 1 6 3 9 1

ISBN 978-3-642-11639-1

Editorial Board
T. J. Barth

M. Griebel
D. E. Keyes

R. M. Nieminen
D. Roose

T. Schlick

Book based on the lectures given at the 2008 NCAR ASP (Advance Study Program) Summer Colloquium.

16 Chapters; authors include J.Thuburn, J.Tribbia, D.Durran, T.Ringler, W.Skamarock, R.Rood, J.Dennis, Editors, ...
Foreword by D. Randall

More details at: http://www.cgd.ucar.edu/cms/pel/colloquium.html and http://www.cgd.ucar.edu/cms/pel/lncse.html
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Questions? Contact pel@ucar.edu
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