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• One-Time Setup Steps
• Download the CESM code
• Create an Input Data Root Directory
• Porting

• Creating & Running a Case
• Create a New Case
• Invoke case.setup
• Build the Executable with case.build
• Run the Model with case.submit
• Review Output Data 

CESM2 Quickstart Workflow
https://escomp.github.io/CESM/release-cesm2/

https://escomp.github.io/CESM/release-cesm2/


How to Setup Your CESM Workspace
Paths are the directions to the location of different pieces of your experiment

Roots are saved paths that point to each piece

You will need to be aware of 4 paths in your project:

➢ Path to your CESM code. 
This is referred to as SRCROOT 
and contains CIMEROOT.

➢ Path to your case directories. 
This is your CASEROOT.

➢ Path to your build and run directories. 
Referred to later as OBJROOT and EXEROOT.

➢ Path to your Archived data. 
Saved as your DOUT_S_ROOT.
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cime_config contains CESM specific configuration information for CIME
manage_externals contains utilities for downloading component models 

which are defined in the Externals.cfg file

Download CESM
Note: The tutorial uses a slightly modified version of CESM that has been 
checked out for you on Cheyenne. You do not need to do the steps below 

for the practical, but you may for your later work! 
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Checkout all the model components
Note: Try this at home! 

The tutorial setup has already done this step for you.

manage_externals/checkout_externals is required to fully acquire all of the 
CESM source code. You should not need access credentials to do this. And, 
it is not downloading input data. That is a later step.



Download listing of CESM
Note: I’ve switched paths to the pre-downloaded tutorial version of the 

model
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Components listing

WaveWatch3
River Transport Model

Parallel Ocean Program
Model for Scale Adaptive River Transport

Community Land Model
Community Ice Sheet Model
Community Sea Ice Model

Community Atmosphere Model



CIME – Common Infrastructure for Modeling the Earth
https://github.com/ESMCI/cime

Take-away points
• Coupling infrastructure
• Data and stub models for satisfying driver/mediator requirements
• Testing infrastructure 
• Python scripts and XML configuration files for the Case Control System



CIME Documentation
http://esmci.github.io/cime

Don’t be afraid to explore in these directories in the lab session this afternoon!
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Work Flow: Super Quick Start
CESM2 can be run with a set of 4 commands

# one time step – create a directory to store your experiment case roots
mkdir ~/cases

# go into scripts subdirectory of cime
cd /glade/p/cesm/tutorial/cesm2.1_tutorial_2021/cime/scripts

# create a new case in the directory “cases” in your home directory
./create_newcase --case ~/cases/b.day1.0 --res f19_g17 --compset B1850

# go into the case you just created in the last step
cd ~/cases/b.day1.0

# invoke case.setup
./case.setup

# build the executable (cheyenne specific commands!) 
qcmd -- ./case.build

# submit your run to the batch queue
./case.submit

Set of commands to build and run the model on supported machine cheyenne



Create a new case experiment
In the cime/scripts directory,  create_newcase is the tool that generates a new case.

create_newcase requires 3 arguments

 What is the 
casename ?

 Which 
resolution?

 Which machine 
are you running on? 

 Which model configuration ?
 Which set of components ?

MCT
Driver/

Mediator

River 
DROF   

MOSART
MCT

Land Ice 
   CISM

MCT

Sea Ice  
DICE     CICE5

MCT

Ocean  
DOCN    POP2

MCT

WAVE 
   DWAV   

WW3
MCT

ESP
   DESP   
DART   
MCT

ATM 
DATM     
CAM6

MCT
Land 

DLND     CLM5

MCT

NOTES:
• for all user scripts, you can run the script name followed by the --h or –-help argument to see help 

documentation and a list of all command line arguments.
• Double dashes “--” are now required with command line arguments
• --mach is not required on CESM supported machines

Sometimes Optional



Result of running create_newcase 
CIMEROOT/scripts/create_newcase --case ~/cases/b.day1.0 --res f19_g17 --compset B1850

Success! This is the CASEROOT directory 

Machine specific info

grid info
PE layouts

compset longname
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CASEROOT directory structure after running 
create_newcase

User Customizable case XML files

script to change XML settings 
script to query XML settings 

script to check required input data files and download 
them, if necessary

User defined source code modifications (advanced!)
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CASEROOT env_*.xml files
   env_*.xml contains variables used by scripts -- some can be changed by the user

• To query a variable in an xml file use script xmlquery (or xmlquery -p)
• To modify a variable in an xml file use script xmlchange

./xmlchange STOP_N=20

CESM will run for 5 days

NOTE: You can edit the XML files manually but it is recommended that you use 
the xmlchange script to prevent XML errors and keep a record of your changes!

env_archive.xml specifies rules for short-term archival script case.st_archive

env_batch.xml set by create_newcase to define batch specific settings used script 
case.submit

env_build.xml specifies build information used by script case.build

env_case.xml set by create_newcase and cannot be modified

env_mach_pes.xml specifies PE layout of components used by script case.run

env_mach_specific.xml specifies machine specific information used by script case.build

env_run.xml - sets run time information (such as length of run, frequency of 
restarts, …) User interacts with this file most frequently



# one time step – create a directory to store your experiment case roots
mkdir ~/cases

# go into scripts subdirectory of cime
cd /glade/p/cesm/tutorial/cesm2.1_tutorial_2021/cime/scripts

# create a new case in the directory “cases” in your home directory
./create_newcase --case ~/cases/b.day1.0 --res f19_g17 --compset B1850

# go into the case you just created in the last step
cd ~/cases/b.day1.0

# invoke case.setup
./case.setup

# build the executable (cheyenne specific commands!)
qcmd -- ./case.build

# submit your run to the batch queue
./case.submit

Work Flow: Super Quick Start



case.setup
Notice the “./” before any command run in the CASEROOT! Run ./case.setup –-help in the lab session.

case.setup creates:
• RUNDIR and EXEROOT directories
• user_nl_xxx files – user customizable component namelist files
• scripts case.run, case.st_archive, and Macros.make file
• hidden files .case.run and .env_mach_specific.* which can help with debugging
• CaseDocs directory - NOTE: these files should not be edited! 
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# one time step – create a directory to store your experiment case roots
mkdir ~/cases

# go into scripts subdirectory of cime
cd /glade/p/cesm/tutorial/cesm2.1_tutorial_2021/cime/scripts

# create a new case in the directory “cases” in your home directory
./create_newcase --case ~/cases/b.day1.0 --res f19_g17 --compset B1850

# go into the case you just created in the last step
cd ~/cases/b.day1.0

# invoke case.setup
./case.setup

# build the executable (cheyenne specific commands!)
qcmd -- ./case.build

# submit your run to the batch queue
./case.submit

Work Flow: Super Quick Start
Set of commands to build and run the model on a supported machine: ”cheyenne”

The ”qcmd --” is for Cheyenne only!



Running the case.build Script

Namelist creation

Model Build

Success



# one time step – create a directory to store your experiment case roots
mkdir ~/cases

# go into scripts subdirectory of cime
cd /glade/p/cesm/tutorial/cesm2.1_tutorial_2021/cime/scripts

# create a new case in the directory “cases” in your home directory
./create_newcase --case ~/cases/b.day1.0 --res f19_g17 --compset B1850

# go into the case you just created in the last step
cd ~/cases/b.day1.0

# invoke case.setup
./case.setup

# build the executable (cheyenne specific commands!)
qcmd -- ./case.build

# submit your run to the batch queue
./case.submit

Work Flow: Super Quick Start
Set of commands to build and run the model on a supported machine: ”cheyenne”



Set Job project number and batch queue if needed...

PROGNUM?

IMPORTANT! DO THIS



Running the Model
Check archive and
Run options

Check if namelists need 
to be rebuilt

Check input data

Submit case.run
Submit case.st_archive 
dependent 
on the successful completion 
of case.run

Batch job status
qstat –u testusr1



Check the CASEROOT CaseStatus file 

In the Lab: 
• Check the files in the RUNDIR as the model is 

running and once it is finished
• Check the files in the DOUT_S_ROOT directory 

after the case.st_archive runs and once the 
simulation is finished

Success
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More Information/Getting Help
CESM Bulletin Board: http://bb.cgd.ucar.edu/

• Register as a forums user by entering 
your valid information in the registration 
form

• Subscribe to forums of interest  - 
especially the “Announcements” and 
“Known Problems” – this is one way 
that we communicate updates to you!

• Join the CESM participants email list 
at: 
http://mailman.cgd.ucar.edu/mailman/lis
tinfo/ccsm-participants

• Create a github account and opt-in to 
”watch” CESM related repositories

http://bb.cgd.ucar.edu/
http://mailman.cgd.ucar.edu/mailman/listinfo/ccsm-participants
http://mailman.cgd.ucar.edu/mailman/listinfo/ccsm-participants


More Information/Getting Help
CESM tutorial: https://ncar.github.io/CESM-Tutorial/notebooks/basics/basics_overview.html

https://ncar.github.io/CESM-Tutorial/notebooks/basics/basics_overview.html


Thank You!

The UCAR Mission is:
To advance understanding of weather, climate, atmospheric composition and processes;

To provide facility support to the wider community; and,
To apply the results to benefit society.

NCAR is sponsored by the National Science Foundation


