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PARAMETERIZATIONS  IN  CESM2  POP2

• Vertical mixing (momentum and tracers)
- surface boundary layer 
- interior 

• Lateral mixing: mesoscale eddies (tracers)
• Horizontal viscosity (momentum) 
• Overflows
• Submesoscale eddies (tracers)
• Estuary box model parameterization 
• Solar absorption



VERTICAL  MIXING  SCHEME:
K-PROFILE  PARAMETERIZATION  (KPP)

• Unresolved turbulent vertical mixing due to small-scale 
overturning motions parameterized as a vertical diffusion. 

• Guided by study and observations of atmospheric boundary layer

where Kx represents an “eddy diffusivity” or “eddy viscosity”
and X = { active/passive scalars or momentum }

parameterize

OCEANIC VERTICAL MIXING: A REVIEW AND A MODEL 
WITH A NONLOCAL BOUNDARY LAYER 
PARAMETERIZATION 
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Abstract. If model parameterizations of unresolved 
physics, such as the variety of upper ocean mixing 
processes, are to hold over the large range of time and 
space scales of importance to climate, they must be 
strongly physically based. Observations, theories, and 
models of oceanic vertical mixing are surveyed. Two 
distinct regimes are identified: ocean mixing in the 
boundary layer near the surface under a variety of 
surface forcing conditions (stabilizing, destabilizing, 
and wind driven), and mixing in the ocean interior due 
to internal waves, shear instability, and double diffu- 
sion (arising from the different molecular diffusion 
rates of heat and salt). Mixing schemes commonly 
applied to the upper ocean are shown not to contain 
some potentially important boundary layer physics. 
Therefore a new parameterization of oceanic bound- 
ary layer mixing is developed to accommodate some of 
this physics. It includes a scheme for determining the 
boundary layer depth h, where the turbulent contribu- 
tion to the vertical shear of a bulk Richardson number 
is parameterized. Expressions for diffusivity and non- 
local transport throughout the boundary layer are 
given. The diffusivity is formulated to agree with sim- 
ilarity theory of turbulence in the surface layer and is 
subject to the conditions that both it and its vertical 
gradient match the interior values at h. This nonlocal 
"K profile parameterization" (KPP) is then verified 
and compared to alternatives, including its atmo- 
spheric counterparts. Its most important feature is 

shown to be the capability of the boundary layer to 
penetrate well into a stable thermocline in both con- 
vective and wind-driven situations. The diffusivities of 
the aforementioned three interior mixing processes are 
modeled as constants, functions of a gradient Richard- 
son number (a measure of the relative importance of 
stratification to destabilizing shear), and functions of 
the double-diffusion density ratio, R v. Oceanic simu- 
lations of convective penetration, wind deepening, and 
diurnal cycling are used to determine appropriate val- 
ues for various model parameters as weak functions of 
vertical resolution. Annual cycle simulations at ocean 
weather station Papa for 1961 and 1969-1974 are used 
to test the complete suite of parameterizations. Model 
and observed temperatures at all depths are shown to 
agree very well into September, after which system- 
atic advective cooling in the ocean produces expected 
differences. It is argued that this cooling and a steady 
salt advection into the model are needed to balance the 
net annual surface heating and freshwater input. With 
these advections, good multiyear simulations of tem- 
perature and salinity can be achieved. These results 
and KPP simulations of the diurnal cycle at the Long- 
Term Upper Ocean Study (LOTUS) site are compared 
with the results of other models. It is demonstrated 
that the KPP model exchanges properties between the 
mixed layer and thermocline in a manner consistent 
with observations, and at least as well or better than 
alternatives. 

1. INTRODUCTION 

A major challenge in the creation of Earth system 
models is the development of improved submodels of 
all its components, including the ocean. Recent expe- 
riences with coupled atmosphere-ocean models dem- 
onstrate that extensive and pervasive difficulties arise 
because of a mismatch in the equilibrium surface heat 
flux of each model individually. To avoid the resulting 
climate drift, flux corrections are often applied [Sau- 

sen et al., 1988]. A demanding, but physically more 
attractive alternative is model improvement. A critical 
requirement for an ocean submodel is that it simulate 
the annual cycle of sea surface temperature (SST) 
globally, since SST is the most important ocean prop- 
erty governing the exchange of energy between the 
ocean and atmosphere. The SST represents a balance 
among many processes, including air-sea exchange, 
oceanic transport, and vertical mixing. The latter must 
be parameterized because the processes involve small 
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VERTICAL  MIXING  SCHEME:
K-PROFILE  PARAMETERIZATION  (KPP)
• KPP is not just a vertical diffusion scheme because the scalars 
(Temp and Salinity) have non-local or “countergradient” terms γx

• KPP involves three high-level steps:
1. Determination of the boundary layer (BL) depth: d
2. Calculation of interior diffusivities: υx
3. Evaluation of boundary layer (BL) diffusivities:  Kx

• Diffusivity throughout the boundary layer depends on the surface 
forcing, the boundary layer depth, and the interior diffusivity. 

• KPP produces quite large diffusivities below the boundary layer, 
which mixes temp and salinity quite deep in times of very strong 
surface wind stress, such as strong midlatitude atmosphere storms. 



VERTICAL  MIXING  SCHEME:
K-PROFILE  PARAMETERIZATION  (KPP)

1. BL depth d is minimum depth where the bulk Richardson # (Rib) 
referenced to the surface equals a critical Richardson # (Ricr=0.3).   

Stabilizing buoyancy difference

Destabilizing velocity shear

Br : near-surface reference buoyancy 

Vr : near-surface reference horizontal velocity 

Vt(d) :  velocity scale of (unresolved) turbulent shear at depth d

Ri measures the stability of stratified shear flow.  “Boundary 
layer eddies with mean velocity Vr and buoyancy Br should be 
able to penetrate to the boundary layer depth, d, where they 
first become stable relative to the local buoyancy and velocity.”

unresolved shear



VERTICAL  MIXING  SCHEME:
K-PROFILE  PARAMETERIZATION  (KPP)
2. Calculation of interior diffusivities

υx : interior diffusivity at depth d (below the boundary layer) 

υxs : (unresolved) shear instability 

υxw : internal wave breaking 

υxd : double diffusion 

υxc : local static instability (convection) 

υxt : tidal mixing 

Superposition of processes sets interior vertical diffusivity, 
υx, below the surface boundary layer. 

υx (d) =υx
s (d)+υx

w (d)+υx
d (d)+υx

c(d)+υx
t (d)



VERTICAL  MIXING  SCHEME:
K-PROFILE  PARAMETERIZATION  (KPP)

Verification example at 
Ocean Weather Station 
Papa (50oN, 145oW):
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• •. . . (AT As 0.0), it is expected that the results should begin to diverge from observations in the fall as is 
discussed in Appendix A. 

• Simulations in spring and summer are sensitive to 
• water clarity, so an annual cycle of Jerlov [ 1976] water 
• type is specified as moderately clear type IA from 
o_ December through February, turbid type II from June 
_•1 through September, and intermediate type IB in the 

o I 0 other months. Such an annual cycle in the North Pacific is indicated by the Secchi depth (depth to 
1 which a white disk is visible) analysis of Lewis et al. 

MAR AP 

........... [1988]. The winter values are supported by measure- 
ments at 35øN, 155øW in February [Simpson and Paul- 
son, 1979] and Secchi depth readings at OWS Papa in 

•, excess of 20 m. In summer the Secchi depth is only • 10-12 m, indicating more turbid Type II water. How- 
• ever, any such annual cycle is somewhat uncertain 
o_ because of the difficulty in converting Secchi depths to 
_•1 light extinction coefficients [Preisendorfer, 1986] and 

b Mo • then to Jerlov water types. 
i d,,I ...... Figure 9 shows both the observed and modeled 150 .... time-depth sections of temperature. The latter (Figure 

Figure 9. Time-depth sections of 4-day averages of observed 
temperatures in degrees Celsius (a) from ocean weather 
station (OWS) Papa during the ocean year March 15, 1961, to 
March 15, 1962 and (b) from the standard KPP simulation of 
OWS Papa. 

1973]. For these reasons this site is popular for upper 
ocean model testing. Martin [ 1985], for example, com- 
pares simulations of the period from January 1 to 
December 31, 1961, from four models (section 6). 

Our standard OWS Papa simulation uses model 
parameters as determined above (Ric = 0.3, Cv - 
1.5, ha = h, h• - 0), and these values are retained 
throughout the remainder of this paper. There is a 
moderate 5-m resolution over a 200-m depth and a 
1-hour time step. The annual run begins on March 15, 
1961, at the beginning of the ocean year when the heat 
content above 200 m is a minimum, the SST is 4.6øC 
and the mixed-layer depth is about 130 m (Figure 9). 
This start date is preferable to the beginning of the 
calendar year, when the ocean is still cooling and 
advective events still appear to be important. Model 
initial conditions are 20-day average observed temper- 
atures, the salinity profiles from Tabata [1965], and 
zero flow. The observed temperature data shown in 
Figure 9a were produced by averaging the frequently 
observed temperature profiles over 4-day periods, 

9b) shows comparatively less variability at depth. The 
formation of the seasonal thermocline during spring 
and summer is very well reproduced, as is the thermal 
structure above 20 m. The erosion of the thermocline 
and its internal structure is well modeled until the end 
of October, after which the annual (34 W m -2) imbal- 
ance in model heating leads to the expected warm 
temperatures from the surface to the halocline below 
100-m depth. These features support the suggestion of 
Large et al. [ 1986] that the fall and winter advection of 
deep, cold water may be at the depth of the seasonal 
thermocline where it first acts to stabilize the water 
column and later to cool the surface when mixed. 

Figure 10a shows that 1961 was not an average year 
for heat advection because of the observed net gain in 
heat content above 200 m. The heat flux inferred from 
changes in observed heat content (Figure 10b, dashed 
trace) is averaged over 6 days. This flux often differs 
from 6-day averages of the estimated surface flux by 
many hundred watts per square meter when advective 
effects must have been dominant. The associated tem- 
perature changes are seen in Figure 9a as vertically 
coherent signals, which are indicative of advection. 
Until November 1, 1961, advective heating and cool- 
ing appear to nearly balance, though heat content 
excesses and deficits, relative to the one-dimensional 
model, can persist for as long as a month (Figure 10a). 
After November 1 the anticipated bias due to net 

- which effectively filters out-the internal tide and iner- - advective co½ling is-'evident, but--a•heating •tendency 
tial oscillations by averaging over about eight and six 
periods, respectively. 

The surface forcing at OWS Papa is described in 
Appendix A. Over the simulated 1961 ocean year there 
is greater than average net heat flux of 34 W m -2 and 
freshwater flux of about 11 mg m -2 s -•. Since there is 
no advection in the standard OWS Papa simulation 

from late January through February leads to the an- 
nual heat content gain of about 500 MJ m -2, which 
corresponds to a heating rate of 16 W m -2. Thus the 
warm model bias in 1961 is only 18 W m -2. If this 
amount of advective cooling were judiciously applied 
to the model, the simulations could be made to match 
observations throughout the year. Without such cool- 

Large et al 
(1994)



Lateral Mixing (Interior, Tracer Diffusion)

Mesoscale eddy mixing of tracers:
Gent-McWilliams (GM) parameterization

1990

The Gent–McWilliams parameterization: 20/20 hindsight
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a b s t r a c t

It has now been 20 years since the Gent and McWilliams paper on ‘‘Isopycnal Mixing in Ocean Circulation
Models” was published in January 1990 issue of the Journal of Physical Oceanography. That paper was
highlighted at the CLIVAR Working Group on Ocean Model Development ‘‘Workshop on Ocean Mesoscale
Eddies” which was held at the UK Meteorological Office in April 2009, and this review paper is based on
the talk given at that Workshop. It contains some hindsights on how the parameterization of the effect of
mesoscale eddies on the mean flow came about; which is a question that I am asked quite often. A few
important results from including the parameterization in a non-eddy-resolving ocean model are recalled.
Including this parameterization, along with other improvements to all the components, in the first ver-
sion of the Community Climate System Model resulted in the first non-drifting control simulation in a
climate model that did not require flux corrections. Also included are brief comments on how the Gent
and McWilliams eddy parameterization has been modified and improved since the original proposal in
1990.

! 2010 Elsevier Ltd. All rights reserved.

1. Background

The first ocean general circulation model designed for use in a
coupled climate model was created by Bryan (1969) and colleagues
at the Geophysical Fluid Dynamics Laboratory (GFDL). The vertical
coordinate used was depth, or z-coordinate, which is still used in a
large majority of ocean climate components. The closure terms in
the equations for potential temperature and salinity were the eas-
ily implemented Laplacian diffusion in the horizontal and vertical
directions. These terms can be interpreted either as necessary to
control numerical noise, or as a parameterization for the effects
of mesoscale eddies that are not resolved by the numerical grid.
However, it had already been known for 30 years that mixing oc-
curs much more strongly along isopycnal surfaces of constant po-
tential density than across these surfaces, see Iselin (1939) and
Montgomery (1940). If this is not the case, then the old style
‘‘water mass” analysis of the World’s Oceans would not have been
valid, because deeper water masses would have mixed together
too quickly. Therefore, it was not long before George Veronis and
Henry Stommel showed a disadvantage of horizontal tracer mixing
at a National Academy of Sciences symposium held in October
1972. The Veronis (1975) paper clearly showed that horizontal
mixing has to be balanced by a false mean vertical velocity. This
so called ‘‘Veronis Effect” occurs in the subtropics, and its main ef-

fect is to short-circuit the meridional overturning circulation in the
North Atlantic Ocean. This strongly reduces the large and impor-
tant northward ocean heat transport across 23"N, where it is esti-
mated from observations to be 1.2 ± 0.3 Petawatts, see Hall and
Bryden (1982). The point that large horizontal diffusion of
O(103 m2 s!1) implies much stronger cross-isopycnal mixing than
the observed value below the mixed layer of O(10!4 m2 s!1) see
Ledwell et al. (1993), even when the isopycnal slope is O(10!4)
or smaller, was hammered home in a later paper by McDougall
and Church (1986).

Thus, it was agreed that tracer diffusion in z-coordinate models
needed to be oriented along and perpendicular to isopycnals. More
precisely, it should be along and perpendicular to ‘‘neutral sur-
faces”, McDougall (1987), but I will ignore this subtlety here. The
rotation to implement Laplacian diffusion in this manner without
any approximation was derived by Redi (1982). However, the
implementation using the small slope approximation into the
GFDL model by Cox (1987) did not go smoothly, and the model
was not able to run stably without the addition of horizontal diffu-
sion, albeit with a much reduced coefficient. It was diagnosed
much later that the Cox implementation caused a numerical insta-
bility when the equation of state is nonlinear, see Griffies et al.
(1998). However, the results from this model obtained by Mike
Cox were an improvement over the results from the original model
using only horizontal Laplacian diffusion with a large coefficient.

By early 1989, I had finished building a reduced-gravity model
with Mark Cane that was designed for the upper equatorial Pacific
Ocean, with coupled El Nino studies in mind, see Gent and Cane
(1989). Salinity was kept constant in the model, because the

1463-5003/$ - see front matter ! 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ocemod.2010.08.002

⇑ Tel.: +1 303 497 1355; fax: +1 303 497 1700.
E-mail address: gent@ucar.edu

1 The National Center for Atmospheric Research is sponsored by the National
Science Foundation.

Ocean Modelling 39 (2011) 2–9

Contents lists available at ScienceDirect

Ocean Modelling

journal homepage: www.elsevier .com/locate /ocemod

2011



GFDL climate model with ocean resolution of 0.1o



Lateral Mixing (Interior, Tracer Diffusion)

Why is GM needed? 

O(1o) models do not resolve the 1st baroclinic deformation radius away 
from the equatorial regions, and hence lack the mesoscale turbulence 
which mixes temperature, salinity and passive tracers in the real ocean.

Agulhas Retroflection



 
 ISOPYCNAL 

(ρ=constant) 

DEPTH 

Ocean Observations suggest mixing along isopycnals 
is ~107 times larger than across isopycnals. 

• Early ocean models parameterized the stirring effects of (unresolved) 
mesoscale eddies by Laplacian horizontal diffusion with KH = O(103 m2/s), 
whereas the vertical mixing coefficient Kv = O(10-4 m2/s).

• Horizontal mixing results in excessive diapycnal mixing, which degrades the 
ocean solution: e.g. Veronis (1975) showed that it produces spurious upwelling in 
western boundary current regions which “short circuits” the N. Atlantic MOC.

• Thus, was a recognized need to orient tracer diffusion in z-coordinate models 
along isopycnal surfaces, to be consistent with observed ocean mixing rates.

Why is GM needed? 

Isopycnal slopes 
are small O(10-3) 
at most



The GM Parameterization
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GM (1990) proposed an eddy-induced velocity u* 
in addition to diffusion along isopycnal surfaces.



GM impacts
Gent et al. (JPO, 1995):   Eddy-induced velocity (v*,w*) 
acts to flatten isopycnals and minimize potential energy.
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Southern Hemisphere     
zonal wind jet          

Baroclinic instability produces ACC eddies that try to flatten the 
isopycnals and produce a MOC that opposes the mean flow MOC.



Southern Hemisphere     
zonal wind jet          

Mean MOC

Eddy MOC

Baroclinic instability produces ACC eddies that try to flatten the 
isopycnals and produce a MOC that opposes the mean flow MOC.



Danabasoglu et al. (1994, Science)

4o x 3o x 20L ocean model

Impacts of GM

atmosphere south of 50!S. These positive aspects of the results
were due to a large change in the meridional overturning circula-

tion (MOC) in the region of the Antarctic Circumpolar Current
(ACC) when using GM.

Fig. 1(a) shows the mean velocity MOC from the horizontal dif-
fusion solution, which has three main features below 1 km. The
first is the strong overturning in the North Atlantic, the second is
the strong, so called Deacon, cell centered at 50!S, and the third
is the quite strong overturning near Antarctica. The MOC of the
mean and total transport velocities in the GM solution are shown
in Fig. 1(b) and (c). Fig. 1(b) shows the North Atlantic cell strength-
ened in the subtropics with the elimination of the Veronis effect,
the Deacon cell remained the same, and the overturning near Ant-
arctica weakened. The only change in Fig. 1(c) from Fig. 1(b) is the
overturning near the ACC reduced to only a few Sverdrups, which
implies that the MOC due to the eddy-induced velocity almost can-
cels out the Deacon Cell due to the mean flow. This cancellation
was close to complete in this model setup; in subsequent setups
the cancellation has not been nearly this exact.

We already knew that the eddy-induced overturning would op-
pose the Deacon Cell because we had plotted it using Levitus
(1982) observations in early 1993; these plots were eventually
published as Figs. 6 and 7 in Gent et al. (1995). However, the al-
most exact cancellation in the region of the ACC was a surprise
to us. In hindsight, it should not have been because of the non-
acceleration theorem of Andrews and McIntyre (1978). Their work
was applied to the stratosphere, and the mean circulation is de-
fined as the zonal average. Under some simplifying assumptions,
they proved that the eddy advection due to zonal perturbations ex-
actly balanced advection by the mean flow, so that the solution
was steady and did not accelerate. These conditions do not hold
for ocean eddies, but we should have anticipated that the eddy-in-
duced overturning would strongly oppose, but not exactly cancel,
the mean flow Deacon Cell in the ACC region. In order to be valid,
the non-acceleration theorem requires the elimination of the pres-
sure gradient term from the averaged zonal momentum equation.
Therefore, it cannot apply in midlatitude basins where there is a
pressure difference from one side of the basin to the other. In these
basins, the zonally-averaged eddy-induced overturning is rather
small, even though it can be much larger locally where there is
strong baroclinicity, such as near the Gulf Stream and Kuroshio,
or the Agulhas retroflection region. However, by far the largest
zonally-averaged eddy-induced overturning is in the region of
the ACC, where it opposes the Deacon Cell due to the mean flow.

It is clear from Fig. 1(a) that the Deacon Cell transported cold
water from south to north across the ACC in the upper ocean. This
often produced an unstable density profile in this region, which
was stabilized in the model by applying convective adjustment.
The result is in Fig. 2(a), which shows the percentage of all times
and model levels where convective adjustment occurred in the
horizontal diffusion case. Convective adjustment occurs through-
out the southern hemisphere in the region of the ACC and in the
high latitude North Atlantic. With GM, Fig. 1(c) shows that this
transport in the upper ocean was greatly reduced, and so was the
percentage of time convective adjustment occurred, which is
shown in Fig. 2(b). With GM, convective adjustment was reduced
to just the Weddell, Ross, Labrador, and Greenland–Iceland–
Norwegian Seas, which are precisely the locations where deep
water formation is known to occur in the real ocean. This was a
complete surprise to us, and this figure is probably the favorite
of my career. What it showed was that, even in a coarse resolution
4! ! 3! model, deep water formation was confined to the correct,
small locations. This convinced us that using GM in the ocean com-
ponent would make a real improvement to the results from cou-
pled climate models.

First, however, an interesting aside. Eric Chassignet had spent
time during his post-doctoral fellowship at NCAR comparing North
Atlantic circulation solutions from z-coordinate and IC models. The

Fig. 1. Global meridional overturning streamfunction from solutions using (a)
mean velocity using horizontal tracer diffusion, (b) mean velocity using GM, and (c)
total transport velocity using GM. Taken from Danabasoglu et al. (1994).
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were due to a large change in the meridional overturning circula-

tion (MOC) in the region of the Antarctic Circumpolar Current
(ACC) when using GM.

Fig. 1(a) shows the mean velocity MOC from the horizontal dif-
fusion solution, which has three main features below 1 km. The
first is the strong overturning in the North Atlantic, the second is
the strong, so called Deacon, cell centered at 50!S, and the third
is the quite strong overturning near Antarctica. The MOC of the
mean and total transport velocities in the GM solution are shown
in Fig. 1(b) and (c). Fig. 1(b) shows the North Atlantic cell strength-
ened in the subtropics with the elimination of the Veronis effect,
the Deacon cell remained the same, and the overturning near Ant-
arctica weakened. The only change in Fig. 1(c) from Fig. 1(b) is the
overturning near the ACC reduced to only a few Sverdrups, which
implies that the MOC due to the eddy-induced velocity almost can-
cels out the Deacon Cell due to the mean flow. This cancellation
was close to complete in this model setup; in subsequent setups
the cancellation has not been nearly this exact.

We already knew that the eddy-induced overturning would op-
pose the Deacon Cell because we had plotted it using Levitus
(1982) observations in early 1993; these plots were eventually
published as Figs. 6 and 7 in Gent et al. (1995). However, the al-
most exact cancellation in the region of the ACC was a surprise
to us. In hindsight, it should not have been because of the non-
acceleration theorem of Andrews and McIntyre (1978). Their work
was applied to the stratosphere, and the mean circulation is de-
fined as the zonal average. Under some simplifying assumptions,
they proved that the eddy advection due to zonal perturbations ex-
actly balanced advection by the mean flow, so that the solution
was steady and did not accelerate. These conditions do not hold
for ocean eddies, but we should have anticipated that the eddy-in-
duced overturning would strongly oppose, but not exactly cancel,
the mean flow Deacon Cell in the ACC region. In order to be valid,
the non-acceleration theorem requires the elimination of the pres-
sure gradient term from the averaged zonal momentum equation.
Therefore, it cannot apply in midlatitude basins where there is a
pressure difference from one side of the basin to the other. In these
basins, the zonally-averaged eddy-induced overturning is rather
small, even though it can be much larger locally where there is
strong baroclinicity, such as near the Gulf Stream and Kuroshio,
or the Agulhas retroflection region. However, by far the largest
zonally-averaged eddy-induced overturning is in the region of
the ACC, where it opposes the Deacon Cell due to the mean flow.

It is clear from Fig. 1(a) that the Deacon Cell transported cold
water from south to north across the ACC in the upper ocean. This
often produced an unstable density profile in this region, which
was stabilized in the model by applying convective adjustment.
The result is in Fig. 2(a), which shows the percentage of all times
and model levels where convective adjustment occurred in the
horizontal diffusion case. Convective adjustment occurs through-
out the southern hemisphere in the region of the ACC and in the
high latitude North Atlantic. With GM, Fig. 1(c) shows that this
transport in the upper ocean was greatly reduced, and so was the
percentage of time convective adjustment occurred, which is
shown in Fig. 2(b). With GM, convective adjustment was reduced
to just the Weddell, Ross, Labrador, and Greenland–Iceland–
Norwegian Seas, which are precisely the locations where deep
water formation is known to occur in the real ocean. This was a
complete surprise to us, and this figure is probably the favorite
of my career. What it showed was that, even in a coarse resolution
4! ! 3! model, deep water formation was confined to the correct,
small locations. This convinced us that using GM in the ocean com-
ponent would make a real improvement to the results from cou-
pled climate models.

First, however, an interesting aside. Eric Chassignet had spent
time during his post-doctoral fellowship at NCAR comparing North
Atlantic circulation solutions from z-coordinate and IC models. The

Fig. 1. Global meridional overturning streamfunction from solutions using (a)
mean velocity using horizontal tracer diffusion, (b) mean velocity using GM, and (c)
total transport velocity using GM. Taken from Danabasoglu et al. (1994).
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(a) Horizontal Diffusion, MOC (u)

(b) GM, MOC (u)

(c) GM, MOC (u+u*)



Danabasoglu et al. (1994, Science)

4o x 3o x 20L ocean model

Impacts of GM

(a) Horizontal Diffusion 

(b) GM 

results were so different that he did not write them up. During
1994, Rainer Bleck, Trevor McDougall and I realized that the GM
term on the right-hand-side of Eq. (2) had already been added to
the thickness equation in the IC ocean model of Bleck and Boudra
(1981). This had been done to suppress numerical noise and keep
solutions smooth and stable, because it looked like a thickness dif-
fusion term. Bleck and Chassignet then added the corresponding
GM extra advection term into their tracer equation. Finally, for
the first time ever, z-coordinate models with GM and Bleck’s IC
model were solving exactly the same density and tracer equations.
Chassignet quickly reran his simulations of the North Atlantic in
these two models and, lo and behold, they now produced compa-
rable solutions, which were written up in Chassignet et al. (1996).

4. Results from climate models

In 1995 and early 1996, members of the Climate and Global
Dynamics division at NCAR were assembling a new climate model.
It was based on updated versions of the atmosphere, land and sea
ice components that had been developed over the previous decade.

However, the ocean component was revolutionary, rather than
evolutionary. For the first time, the ocean component contained
not only the GM parameterization, but also the K-profile parame-
terization of Large et al. (1994). This was the first ocean vertical
mixing scheme that had been designed and tested for use in all re-
gions of the global oceans. In the summer of 1996, the first exper-
iment using this Community Climate System Model, version 1
(CCSM1) was run. It went for only 10 years. The model had no river
runoff scheme to route the runoff calculated in the land component
back into the ocean. Thus, the ocean was rapidly becoming saltier,
because the total evaporation was somewhat larger than the pre-
cipitation over the global ocean. We decided to correct this in the
simplest and quickest way possible; every day the ocean precipita-
tion field was multiplied by the ratio of globally-averaged evapora-
tion to precipitation over the ocean. This ensured exact fresh water
conservation in the ocean component, but river runoff was obvi-
ously entering the ocean in completely the wrong locations.

We used this very crude ‘‘river runoff scheme” because we
anticipated that this first CCSM1 coupled run would not go for very
long before it drifted away from reality. The reason was that we
had decided not to use flux corrections of heat and fresh water that

Fig. 2. Percentage of all times and model levels where convective adjustment occurred using (a) horizontal tracer diffusion, and (b) GM. Contour interval is 5%. Taken from
Danabasoglu et al. (1994).
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Deep Water Formation

In (b), deep water is formed 
only in the Greenland/ 
Iceland/Norwegian Sea, the 
Labrador Sea, the Weddell 
Sea and the Ross Sea.  



Mimics effects of unresolved mesoscale eddies as the sum of 
- diffusive mixing of tracers along isopycnals (Redi 1982),
- an additional advection of tracers by the eddy-induced velocity  u*

Scheme is adiabatic and therefore valid for the ocean interior.

Acts to flatten isopycnals, thereby reducing potential energy.

Eliminates any need for horizontal diffusion in z-coordinate OGCMs
è eliminates Veronis effect.

Implementation of GM in ocean component was a major factor enabling 
stable coupled climate model simulations without “flux adjustments”. 

GM summary



CSM1 was the first climate model to produce a 
non-drifting control run without flux adjustments



Limerick 2004

There once was an ocean model called POP,
Which occasionally used to flop,

But eddy advection, and much less convection,
Turned it into the cream of the crop.


